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ABSTRACT 

The market basket data in the form of a binary user-item matrix or a binary item-user matrix can be modelled as a 
binary classification problem. The binary logistic regression approach tackles the binary classification problem, where 
principal components are predictor variables. If users or items are sparse in the training data, the binary classification 
problem can be considered as a cold-start problem. The binary logistic regression approach may not function appro-
priately if the principal components are inefficient for the cold-start problem. Assuming that the market basket data 
can also be considered as a special regression problem whose response is either 0 or 1, we propose three supervised 
learning approaches: random forest regression, random forest classification, and elastic net to tackle the cold-start 
problem, comparing the performance in a variety of experimental settings. The experimental results show that the 
proposed supervised learning approaches outperform the conventional approaches. 
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1.  INTRODUCTION 

Since Goldberg et al. (1992) first introduced col-
laborative filtering (CF) which assumes that a good way 
to find the content a certain customer is interested in is 
to find other people who have interests similar to him or 
her, the CF has been widely used for recommender sys-
tems in a variety of industries, such as Web pages, mov-
ies, articles and products (Hill et al., 1995; Lee et al., 
2001; Resnick et al., 1994; Shardanand and Maes, 1995). 
The objective of the CF is to suggest new items for an 
active user based on the user’s previous likings and the 
opinions of other like-minded users (Sarwar et al., 2001). 

The CF can be roughly classified into two classes: me-
mory-based CF approach and model-based CF approach 
(Breese et al., 1998). Some model-based CF method-
ologies have been developed using such approaches as 
Bayesian network, clustering, regression, association rule, 
eigentaste, and so on. (Breese et al., 1998; Goldberg et 
al., 2001; Leung et al., 2008; Park et al., 2012).  

The model-based CF approaches are originally con-
ducted on the basis of voting scores. However, some of 
the voting scores are usually missing. To tackle such a 
problem, some researchers have proposed a new CF 
scheme using market basket data (Mild and Reutterer, 
2001, 2003), which can be transformed into a so-called 
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binary user-item matrix or a binary item-user matrix ha-
ving customers (users) and products (items) consisting 
of ones (purchases) and zeros (non-purchases). This 
scheme can lead to a poor recommendation accuracy 
due to the information loss. The market basket data in 
the form of a binary user-item matrix or a binary item-
user matrix can be modelled as a binary classification 
problem (Lee et al., 2005; Lee and Olafsson, 2009). Lee 
et al. (2005) have proposed a binary logistic regression 
approach for market basket data in the form of a binary 
user-item matrix whose principal components are pre-
dictor variables. Since our research is based on their 
method, we will explain this method in more detail in 
Section 2. Lee and Olafsson (2009) have extended the 
binary logistic regression approach further to two-way 
cooperative prediction for CF recommendations, where 
the user-based CF and item-based CF approaches are 
combined (Breese et al., 1998; Sarwar et al., 2001). For 
making a prediction, the user-based CF approach using a 
binary user-item matrix utilizes user similarities, whe-
reas the item-based CF approach using a binary item-
user matrix uses item similarities.  

Moreover, new users or items can limit the CF ap-
proaches. The phrase cold-start describes the situation 
when almost nothing is known about customer preferences 
(e.g., a start-up company has no little or no purchase 
history) (Schein et al., 2002). The problem of making 
recommendations for new users or new items can be 
also considered as a cold-starting problem. Such a cold-
start problem is prevalent in recommendation systems 
(Schein et al., 2002; Ahn, 2008; Park and Chu, 2009; 
Lika et al., 2014). If users or items are sparse in the 
training data, the binary classification problem can be 
also considered as a cold-start problem. In this paper, we 
call the cold-start problem a new user problem if users 
are sparse in the training data, whereas it is called a new 
item problem if items are sparse in the training data. The 
binary logistic regression approach may not function 
appropriately if principal components are inefficient for 
the cold-start problem. We assume that the market bas-
ket data can be also modelled as a special regression 
problem, whose response is either 0 or 1. Therefore, we 
propose three supervised learning approaches: random 
forest regression, random forest classification, and elas-
tic net to tackle the cold-start problem. 

The remainder of this paper is organized as follows. 
In Section 2, we review in detail existing approaches. 
Section 3 describes the proposed supervised learning 
approaches. In Section 4, a numerical study is conducted 
to compare the proposed approaches with existing me-
thods. Concluding comments are presented in Section 5. 

2.  EXISTING APPROACHES 

2.1 The Correlation Approach  

Breese et al. (1998) first proposed a user-based CF 

approach based on Pearson correlation coefficients. 
Mild and Reutterer (2003) provided a modified version 
of the approach. Suppose that there are n users and m 
items in the form of a binary user-item matrix. Let ijv  
be an indicator variable of the event that item j is pur-
chased by user iu (i = 1, 2, …, n; j = 1, 2, …, m) as 
follows.  

 

 
1, when purchased item
0, otherwise

i
ij

u j
v

⎧
= ⎨
⎩

  (1) 

 
where ( )ijv=V  is called a binary user-item matrix. 

The mean score for user iu  is defined as 
 

1 ,i ijj Iii
v v

I ∈= ∑    (2) 

 
where iI  is the set of items which user iu  purchases. 
Then the predicted score by the active user au  for the 
item j, ajP  is defined as 
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2.2 The Binary Logistic Regression Approach 

In order to predict the preference of the active user 
au  for the item j that has not been purchased yet, a pre-

dictive model for predicting the class of item j can be 
expressed based on Eq. (1) as  

 
( , , , , , ) , 1, , ,j mε− += + =1 1 1j j j mv f v v v v  (4) 

 
where jv  is the jth column of the binary user-item ma-
trix, f  is a predictive function for the item j to be pre-
dicted and ε  is a random error vector. Lee et al. (2005) 
consider a binary logistic regression for the predictive 
function, where principal components are predictor vari-
ables due to high correlation among items. Let j∑ be 
the (m-1)×(m-1) covariance matrix of the binary user-
item matrix excluding the jth column. The covariance 
matrix can be decomposed into a product of two matri-
ces as follows (Hastie et al., 2001).  
 

',=∑ j PAP    (5) 

 
where Λ  is a diagonal matrix whose elements are the 
eigenvalues 1 2 1mλ λ λ −≥ ≥  of the covariance matrix and 
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( )ijp=P  is (m-1)×(m-1) orthogonal matrix whose jth 
column is the eigenvector corresponding to the jth ei-
genvalue. Then the principal components are represent-
ted as follows. 
 

11 1 ( 1)1 1 ( 1)1 ( 1) 1j j mp p p p− − + += + + + +1 j j mPC v v v v  

21 1 ( 1)2 1 ( 1)2 ( 1) 2j j mp p p p− − + += + + + +2 j j mPC v v v v  
  

( 1) 1 ( 1)( 1) 1 ( 1)( 1) ( 1)m j m j j mp p p− − − − + − += + +m-1 jPC v v v  
.mmp+ + mv          (6) 

 
The first k principal components can be selected for 

predictors considering the eigenvalues or prediction per-
formance. The logistic regression model can be repre-
sented based on the principal components as follows 
(Hastie et al., 2001). 

 

 { } exp( )1 ,
1 exp( )

p = =
+j

pcv
pc

β
β

    (7) 

 
where ( )1 2, , , kβ β β=β  and ( ), , , .= 1 2 kPC PC PC PC  
Since { }1jp v =  is considered as purchase probabilities, 
we can recommend the N items corresponding to the N 
highest probabilities (Lee et al., 2005). 

3.  PROPOSED SUPERVISED LEARNING 
APPROACHES 

3.1 Random Forest 

A random forest is a collection of decision trees 
based on a re-sampling technique (Breiman, 2001; 
Hwang and Lee, 2013). Let jv  be the jth column of the 
binary user-item matrix and 

jV  be the binary user-item 
matrix excluding the jth column, where 1, 2, , .j m=  A 
bootstrap sample 

j
iV ( 1, 2, ,i B= ) for each tree is drawn 

from the training data .jV  Since each tree ( )if= j
j iv V  

casts equally one vote for predicting the final response, 
ideal trees for a random forest should be independently 
and identically distributed. To remove correlations be-
tween trees, the bootstrapped sample only has o vari-
ables randomly chosen from the m variables ( o m ). 
Growing a tree can be achieved by a traditional tree al-
gorithm, such as the classification and regression tree 
(CART). In the CART algorithm, the best split for regre-
ssion is determined to reduce an impurity measure such 
as mean squared error, whereas the best split for classi-
fication is determined to reduce an impurity measure such 
as the Gini index and information entropy (Breiman et 
al, 1999). After we repeat the above procedure B times, 
purchase probabilities are determined by Eq. (8). 

 

 { } 1
1 ˆ1 ( ).B

j iiP v f
B == = ∑ j

iV    (8) 

3.2 Elastic Net  

We consider the following linear regression model.  
 

,= +j
jv V β ε    (9) 

 
where 1 2( , , , )T n

j j njv v v= ∈jv  is a vector of respon-
ses, 

jV  is an ( 1)n m× −  matrix for predictors, 1( ,β=β  
1

2 1, , )T m
mβ β −
− ∈  is a vector for parameters, 1( ,ε=ε  

2, , )T n
nε ε ∈  is an n-dimensional random error, whose 

components are uncorrelated random variables having 
mean zero and common variance 

2.σ  When the predic-
tors are highly correlated, Zou and Hastie (2005) suggest 
imposing a quadratic penalty in addition to LASSO’s one-
norm penalty and call the resulting procedure an elastic 
net (ENET). Also, Friedman et al. (2009) propose regu-
larization paths for generalized linear models via coor-
dinate descent. Then the elastic net estimator with 
smoothing parameter 0α >  and 0λ >  can be defined as 
 

 
21ˆ arg min

2nβ
⎧

= −⎨
⎩

j
jv Vβ β  

1 1 2
11 1

(1 ) .
2

m m
jj j

αλ α β β− −
= =

⎫−⎛ ⎞+ + ⎬⎜ ⎟
⎝ ⎠⎭
∑ ∑  (10)  

 
If α  is zero, the ENET becomes the ridge regres-

sion (Hoerl and Kennard, 1970), while α  is one, the EN 
becomes the LASSO (Tibshirani, 1996). 

4. NUMERICAL EXPERIMENTS 

4.1 Experimental Settings 

We consider the experimental settings used by Lee 
et al. (2005). To evaluate the proposed supervised learn-
ing approaches, the EachMovie data set, available on the 
website (http://www.research.digital.com/SRC/eachmo 
vie/), is considered. This historical data set consists of 
2,811,983 voting scores from 72,916 users on 1628 mo-
vies and videos. Although the voting scores are origi-
nally on a numeric six-point scale with [0.0, 0.2, 0.4, 0.6, 
0.8, 1.0], our proposed scheme requires a binary user-
item matrix or a binary item-user matrix and so we change 
the values of voted cells into ones and the null values of 
non-voted cells into zeros. For this experiment, 725 us-
ers and 257 movies are randomly selected.  

The data set prepared for the user-based CF appro-
ach is divided into a training set (A) and a test set (B) as 
illustrated in Figure 1. The training set (A) is utilized to 
build predictive models. We then consider every active 
user in the test set for making recommendations. Also, 
we randomly divide the items into a set of items that 
treated as predictor variables (C) and a set of items re-
garded as response variables (D). The information of the 
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four sections in Figure 1 is described in Table 1. The 
area by dotted line (E) in Figure 1 will be used to calcu-
late similarities between training users and test users in 
the correlation approach by Eq. (3). The grey shaded 
area of the data (F) will be first blinded and then used to 
measure performance of the proposed approaches. The 
division of the data set is illustrated in Figure 1. On the 
other hand, the transposed data set for the item-based 
CF approach is divided into a training set (C) and a test 
set (D) as illustrated in Figure 2. Also, we divide the 
customers into a set of customers that treated as predic-
tor variables (A) and a set of customers regarded as re-
sponse variables (B). The information of the four sec-
tions in Figure 2 is described in Table 2. The area by 
dotted line (E) in Figure 1 will be used to calculate simi-
larities between training items and test items in the cor-
relation approach by Eq. (3). The grey shaded area of 
the data (F) will be first blinded and then used to meas-
ure performance of the proposed approaches. The divi-
sion of the data set is illustrated in Figure 2. Our per-
formance measure is based on the precision, which is 
generally used in information retrieval research and de-
fined by   

 

 Precision = hitting number
Top N−

   (11) 

 
where ‘Top-N’ is the number of first N items that are 
recommended by a CF scheme and ‘hitting number’ is the  

 

F

A

B

C

F

E

D

 
A: Training users  
B: Active users 
C: Items referred to as independent variables 
D: Items referred to as dependent variables 
E: Data for calculating the similarities between A and B in 

the correlation approach 
F: Test data set 
Figure 1. Division of the experimental data set for the user-

based collaborative filtering approach. 
 

Table 1. Summary of each section of data set for the user-
based collaborative filtering approach 

Section No. of users No. of items Non-zeros Proportion 
of ones (%)

A×C 604 207 33972 27.17 
A×D 604 50 6519 21.59 
B×C 121 207 9234 36.87 
B×D 121 50 2046 33.82 

C

D

A

F

E

B

 
A: Users referred to as independent variables 
B: Users referred to as dependent variables 
C: Training items 
D: Active items 
E: Data for calculating the similarities between C and D in 

the correlation approach 
F: Test data set 

Figure 2. Division of the experimental data set for the 
item-based collaborative filtering approach. 

 
Table 2. Summary of each section of data set for the item-

based collaborative filtering approach 

Section No. of items No. of users Non-zeros Proportion 
of ones (%)

C×A 207 604 33972 27.17 
C×B 207 121 9234 36.87 
D×A 50 604 6519 21.59 
D×B 50 121 2046 33.82 

 
actual Top-N obtained from the section F. For our per-
formance measure, we will consider the average of the 
precisions calculated for values of N ranging from 1 to 5. 

In the division of the experimental data set for the 
user-based CF approach, section A×C (training data) is 
considered for a cold-start problem. For the new user 
problem, we decrease the number of users by removing 
users, who have the number of ones greater than or 
equal to a threshold which ranges from 202 to 3. For the 
new item problem, we decrease the number of items by 
removing items, which have the number of ones greater 
than or equal to a threshold which ranges from 463 to 54. 
On the other hand, in the division of the experimental 
data set for the item-based CF approach, section C×A 
(training data) is likewise considered for a cold-start 
problem. In accordance with the threshold values, the 
numbers of users and items are reduced respectively as 
shown in Figure 3. We consider the user-based CF and 
item-based CF approaches for the new user and new 
item problems. Therefore, the four cases: new user and 
user-based CF, new user and item-based CF, new item 
and user-based CF, new item and item-based CF are 
considered for the cold-start problem. 

4.2 Results 

Table 3 summarizes average precisions for the smal-
lest threshold values, which are 3 for the new user prob-
lem and 54 for the new item problem. The smallest 
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threshold values reflect the most extreme cold-start pro-
blems. The correlation approach is not available for the 
new user and item-based CF and new item and user-
based CF cases because the training observations have 
all the zeros, while random forest classification is not 
available for the new user and user-based CF and new 
item and item-based CF cases because the training re-
sponses have all the zeros. In order to ensure the best 
average precisions, the binary logistic regression ap-
proach selects the number of principal components 
equal to 12 for the new item and item-based CF case and 
equal to 10 for the rest cases. For elastic net, 0.1α =  
and 0.2λ =  are selected for the new user and user-based 
CF case, 0.1α =  and 0.25λ =  for the new user and item-
based CF case, 0.05α =  and 0.2λ =  for the new item and 
user-based CF case, and 0.15α =  and 0.2λ =  for the new 
item and item-based CF case. Random forest uses the 
default values of the parameters in R 3.0.1. Despite that, 
random forest regression performs well for the four 
cases. It is also interesting that even the correlation ap-
proach outperforms the binary logistic regression ap-
proach for the new user and user-based CF and new 
item and item-based CF cases. 

4.2.1 New user and user-based CF case 
We observe average precisions for all the threshold 

values in Figure 3(a). For the threshold values below 30, 
the correlation approach outperforms other approaches 
as shown in Figure 4(b). When users are sparse, other 
approaches may not function appropriately because the 
training observations (users) are not enough for the su-
pervised learning tasks. For the threshold values be-
tween 30 and 70, elastic net performs the best. For the 
threshold values above 70, the correlation approach per-
forms the worst, while other approaches show similar 
performance as observed in Figure 4(a).  

 
4.2.2 New user and item-based CF case 

We observe average precisions for all the threshold 
values in Figure 3(a). For the threshold values below 70, 
random forest classification outperforms other approa-
ches as shown in Figure 5(b). Although users are sparse, 
it may function appropriately because the number of 
training observations (items) is still fixed at 207. For the 
threshold values below 50, the binary logistic regression 
approach is clearly outperformed by the proposed su-
pervised learning approaches. For the threshold values 
above 70, the approaches show similar performance as 
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Figure 3. Numbers of users and items corresponding to threshold values. (a) Number of users vs. threshold. (b) Number 

of items vs. threshold. 
 

Table 3. Average precisions for the smallest thresholds 

 Correlation PCA+LR RF_R RF_C ENET 
New user and user-based CF 0.725 0.407 (10) 0.740 NA 0.740 
New user and item-based CF NA 0.630 (10) 0.643 0.657 0.643 
New item and user-based CF NA 0.830 (10) 0.836 0.795 0.838 
New item and item-based CF 0.504 0.399 (12) 0.612 NA 0.498 
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shown in Figure 5(a).  
 

4.2.3 New item and user-based CF case 
We observe average precisions for all the threshold 

values in Figure 3(b). Throughout the threshold values, 
random forest classification is clearly outperformed by 
other approaches as shown in Figure 6(a). Random for-
est classification may not function appropriately because 
its performance depends on the explanatory variables 

(items). For the threshold values below 100, the binary 
logistic regression approach as well as elastic net per-
forms better than random forest regression as shown in 
Figure 6(b). As a result, we can deduce that random fo-
rest is affected more by explanatory variables (items) than 
observations (users). For the threshold values above 100, 
the three approaches show similar performance. Most 
significantly, the binary logistic regression approach is 
not outperformed by other approaches.  
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4.2.4 New item and item-based CF case 
We observe average precisions for all the threshold 

values in Figure 3(b). For the threshold values below 80, 
the difference between the approaches is not clear where 
the correlation approach emulates other approaches. In 
the case, the proposed supervised learning approaches 
may not function appropriately because the training ob-
servations (items) are not enough for the supervised 
learning tasks. For the threshold values between 80 and 
150, random forest regression clearly outperforms other 

approaches as shown in Figure 7(b). Also, for the thre-
shold values between 90 and 110, even the correlation 
approach performs better than the binary logistic regres-
sion approach. 

4.3 Analysis for the MovieLenz Data Set 

Similar to the EachMovie data set, we analyze the 
MovieLenz data set, available on the R package, recom-
menderlab contains about 100,000 ratings (1-5) from 
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Figure 6. New item and user-based CF case. (a) Maximum threshold 463. (b) Maximum threshold 150. 
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Figure 7. New item and item-based CF case. (a) Maximum threshold 463. (b) Maximum threshold 150. 
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943 users on 1,664 movies (Hahsler, 2014). For this ex-
periment, the first 725 users and 257 movies are selected. 

 
4.3.1 New user and user-based CF case 

For the threshold values below 20, the logistic re-
gression approach is outperformed by the proposed ap-
proaches as shown in Figure 8(b). When users are extre-

mely sparse, the logistic regression approach may not 
function appropriately because the training observations 
(users) are not enough for the supervised learning tasks. 
For the threshold values above 60, the logistic regression 
approach slightly outperforms the proposed approaches, 
which show similar performance as observed in Figure 
8(a).  
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Figure 8. New user and user-based CF case. (a) Maximum threshold 207. (b) Maximum threshold 120. 
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Figure 9. New user and item-based CF case. (a) Maximum threshold 207. (b) Maximum threshold 120. 
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4.3.2 New user and item-based CF case 
For the threshold values above 80, random forest 

regression outperforms other approaches as shown in Fi-
gure 9(a). Although users are not extremely sparse, it 
may function appropriately. For the threshold values be-
low 20, the binary logistic regression approach is clearly 
outperformed by the proposed supervised learning ap-
proaches. 

 

4.3.3 New item and user-based CF case 
Throughout the threshold values, random forest cl-

assification is clearly outperformed by other approaches 
as shown in Figure 10(a). Random forest classification 
may not function appropriately because its performance 
depends on the explanatory variables (items). For the 
threshold values above 100, the binary logistic regres-
sion approach is slightly outperformed by elastic net. 
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Figure 10. New item and user-based CF case. (a) Maximum threshold 379. (b) Maximum threshold 200. 
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Figure 11. New item and item-based CF case. (a) Maximum threshold 379. (b) Maximum threshold 200. 
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4.3.4 New item and item-based CF case 
For the threshold values below 150, the logistic re-

gression approach performs the worst, whereas the cor-
relation approach and elastic net shows similar perform-
ance as shown in Figure. 11(b). For the threshold values 
above 50, random forest regression clearly outperforms 
other approaches as shown in Figure 11(a). For the thre-
shold values above 200, elastic net is outperformed by 
other approaches. 

5.  CONCLUSIONS 

The market basket data in the form of binary user-
item matrix and item-user matrix can be modelled as a 
binary classification problem or a regression problem. If 
users or items are sparse, the problem can be considered 
as a cold-start problem. In order to tackle the cold-start 
problem, we proposed the three supervised learning ap-
proaches: random forest regression, random forest clas-
sification, and elastic net.  

 For the new user and user-based CF case, the cor-
relation approach and elastic net perform the best. For 
the new user and item-based CF case, random forest clas-
sification shows the best performance. For the new item 
and user-based CF case, the binary logistic regression 
approach and elastic net outperform other approaches. 
For the new item and item-based CF case, random forest 
regression works the best. The correlation approach is 
not available for the new user and item-based CF and 
new item and user-based CF cases, while random forest 
classification is not available for the new user and user-
based CF and new item and item-based CF cases. Our 
research results led us to conclude that the performance 
and availability of the approaches mainly depend on the 
characteristics of the training data. Therefore, we need 
to select a CF approach to understanding the training 
data and statistical methods. In future research, we can 
apply the three supervised learning approaches to the 
market basket data in the form of a binary user-item 
matrix or a binary item-user matrix across a variety of 
recommender systems.  
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